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1. Biological context
The main goal of proteomics research is to explore the proteome compo-
sition so as to understand protein functions. Tandem mass spectrometry
(MS/MS), coupled with liquid chromatography (LC) is a powerful and the
most widely used technique for high throughput identification and quan-
tification of proteins in complex biological mixtures.

LC-MS/MS pipeline

Two modes of analysis

2. From biochemistry to mathematics
Reveal-MS project: Spectrum demultiplexing can be achieved via Non-
Negative Matrix Factorization (NMF). The matrix built from data is decom-
posed into two factors: dictionary (collection of chromatograms) and sparse
code (pseudo DDA spectra).

3. Data compression procedure
Mass spectrometry data is voluminous and processing them is a challenging task.
A possible way to tackle this problem is to construct a fixed-size data summary,
and then find out a matrix decomposition relied on the compressed data.

4. Compressive Dictionary Learning

Algorithm 1 Stochastic Compressive Dictionary Learning

Require: SK(X) ∈ Cm data sketch, K dictionary size, SR ∈ {0, 1}N×n
random column sampling matrix, n� N

1: D0 ← ∅, r ← SK(X)
2: while |D0| ≤ K do . Dictionary initialization

3: D0 =

{
D0, dnew ← arg min

d∈Rs
<
〈

SK(d)
‖SK(d)‖2 , r

〉}
4: β∗ ← arg min

0≤β
β∈R|D0|

∥∥∥∥∥|D0|∑
k=1

βk · SK(dk)− SK(X)

∥∥∥∥∥
2

5: r = SK(X)−
|D0|∑
k=1

β∗k · SK(dk) ∈ Cm

6: end while
7: for t← 1 to T do . Stochastic optimization w.r.t. code A

8: At−1 ← arg min
A∈RK×n

‖Dt−1 ·A−X · SR‖22 . Code initialization

9: Dt ← arg min
D∈Rs×K

A∈RK×n,A≥0

‖SK(D ·A)− SK(X)‖2 . Dictionary update

10: end for
11: return DT

5. Results

Figure 1: Objective function minimum for
different batch size and gradient steps val-
ues.

Figure 2: Objective function conver-
gence. Incremental increase vs con-
stant gradient step equals 6. Batch size
equals 256.

Figure 3: Obtained dictionary

6. Conclusions
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